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Christopher Auer, Patrick Wüchner, and Hermann de Meer | Email: christopher.auer@uni-passau.de Slide 4



Motivation: Intrusion Detection in Sensor Networks

Using the Phase-Synchronization to Detect Intrusions |

φ(t)

Time
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◮ > 1/5 of sensor give alarm ⇔ global consensus:
Intrusion! (no false-positive)

◮ Each sensor
◮ only observes its immediate neighborhood
◮ takes appropriate actions depending on global

consensus

◮ IWSOS 08: Derive appropriate local interaction
strategies that use locally accessible information

◮ However: Is the necessary information
distributed?

◮ How to choose α and ∆φ?

◮ Degree of Global-State Awareness
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◮ Classification problem L: To which extent is it
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◮ ωt,n(L) = 1 ⇔ L = f (
←−
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◮ ωt,n(L) = 0 ⇔ L and
←−
Γ t,n are independent
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Christopher Auer, Patrick Wüchner, and Hermann de Meer | Email: christopher.auer@uni-passau.de Slide 13



Application to the Sensor Network

Influence of ∆φ |

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ω

ω

+ +
+

+

+

+

+ + + +++ + +

+

+

+

+ + + +

ω(L)

∆φ

α = 1.05

◮ ∆φ = 0.525 and α = 1.05 =⇒ L = f (
←−
Γ t,n)
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Christopher Auer, Patrick Wüchner, and Hermann de Meer | Email: christopher.auer@uni-passau.de Slide 17



Conclusion and Future Work

Conclusion and Future Work |

◮ Conclusion
◮ Entities observe their immediate neighborhood
◮ To which extent can the entities derive

global-state properties?
◮ Degree of Global-State Awareness
◮ Intrusion detection in sensor networks

◮ Preferable system parameters
◮ Influence of convergence time

◮ Future Work
◮ Application to other application scenarios
◮ Formalization of other properties of

self-organizing systems
◮ Address scalability issues
◮ Application to cellular automata

Ques
tion

s?

*
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